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Incorporating Bayesian Networks in Markov Decision Processes

R. Faddoul, Ph.D.; W. Raphael; A.-H. Soubra; and A. Chateauneuf

This paper presents an extension to a partially observable Markov decision process so that its solution can take into account, at the beginning of the planning, the possible availability of free information in future time periods. It is assumed that such information has a Bayesian network structure. The proposed approach requires a smaller computational effort than the classical approaches used to solve dynamic Bayesian networks. Furthermore, it allows the user to (1) take advantage of prior probability distributions of relevant random variables that do not necessarily have a direct causal relationship with the state of the system; and (2) rationally take into account the effects of accidental or rare events (such as seismic activities) that may occur during future time periods of the planning horizon. The methodology is illustrated through an example problem that concerns the optimization of inspection, maintenance, and rehabilitation strategies of road pavement over a 14-year planning horizon.
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Introduction

The life-cycle cost of civil engineering assets incorporates their design and construction costs, their inspection and maintenance costs during their projected life cycle, and eventually, the costs necessary for their decommissioning. However, for optimal decisions, one must include the users’ costs in the IMR costs. The users’ costs usually involve those incurred by the users as a result of an imperfect performance of the asset and those related to the failure risk of the asset, which are expressed in monetary units. Hence, an accurate evaluation of the optimal IMR costs for civil engineering assets is essential for the correct estimation of the entire life-cycle costs of these assets. As such, the accurate evaluation of IMR costs is vital not only for the management optimization of existing assets, but also for a rational choice of the type and characteristics of new assets.

Designing a mathematical model for a real life problem usually entails the need to pursue two conflicting objectives: (1) fidelity to reality in the sense that the mathematical model must include, as much as possible, all of the variables that are relevant to the real problem and that the mathematical structure of the model must relate these variables to each other in a way that emulate the real life problem; (2) efficiency and tractability of the proposed mathematical model in the sense that the data needed as input for the model must be easily accessible and the solution method of the transcribed mathematical problem must be known and its computation time must not be too expensive. This paper proposes an extension of the partially observable Markov decision process (POMDP) models used for the IMR optimization of civil engineering structures, so that they will be able to take into account the possibility of free information that might be available during each of the future time periods. It is supposed that such information has a Bayesian network (BN) structure. The proposed model can be viewed as a dynamic Bayesian network (DBN) model, in which the decision variables can be optimized by dynamic programming and decision trees. As such, the proposed approach is able to tackle the problem of computational complexity that existing DBN methodologies stumble upon.

Literature Review

After it was proposed by Bellman (1961), dynamic programming (DP) was readily adopted as an efficient and intuitive algorithmic framework to solve for optimal strategies in sequential decision problems. In these problems, the state of the system can be chosen so that it possesses the Markov property; i.e., knowing the present state of the system is all that is needed to optimally decide for future strategy, regardless of the history of the system. During the last decades, several extensions and generalizations of the basic DP algorithms (deterministic and probabilistic DPs, as defined by Bellman) were proposed to model real life problems. In the early 1960s, POMDPs were introduced (Eckels 1968; Monahan 1982). In a POMDP, the system has an uncertain state (belief state), which can be, for example, a probability distribution of the state variable \( \theta \). Methodologies have been suggested for including in a Markov decision process (MDP) epistemic uncertainty (Faddoul et al. 2009a), non-Markovian effects of actions and/or deterioration processes (Robelin and Madanat 2007), and the effects of resource constraints in the case of several simultaneous POMDPs (Robelin and Madanat 2007; Faddoul et al. 2010, 2013). Moreover, several
investigations that extend POMDPs to include inspection planning were proposed in the literature during the last decade (Madanat and Ben-Akiva 1994; Corotis et al. 2005; Faddoul et al. 2011, 2009b; Frangopol et al. 2012). In these models, the inspection costs motivated the inclusion of inspection decisions in the optimization pertaining to sequential decision making of the IMR of civil engineering structures. If the state of a system is described by a variable $\theta$ that cannot be observed freely and unerringly at the beginning of each time period, the previously mentioned methodologies will allow an optimum choice of one or several inspection techniques during each time period of the planning horizon. The common purpose to all of the previously mentioned extensions to the original DP formulation was to include as much of the relevant information to the problem as possible to decrease the bias and the variability of the obtained optimal solutions with respect to the true unknown solution. It is in this line of reasoning that this paper proposes a methodology (which can be viewed as a DBN) that allows a more accurate (although computationally tractable) stochastic degradation modeling in POMDPs.

DBNs are a special class of Bayesian networks that can be used for modeling time series data and represent stochastic processes. They consist of a sequence of time slices (which are often repetitive). Each of these slices consists of one or more BN nodes connected by directed edges, and thus, can be considered to be a primal BN. Several authors have investigated the use of BNs and DBNs for maintenance planning and contrasted them to the use of other deterioration models (Celeux et al. 2006; Francois et al. 2008; Jones et al. 2010; Straub 2009). Francois et al. (2008) presented a DBN modeling for the IMR of a railway in which the BN structure was used to perform Monte Carlo simulations to choose the optimal IMR parameters. Straub (2009) proposed a DBN for modeling the stochastic deterioration process. This study provided an efficient (polynomial in the number of nodes) algorithm to update the model parameters based on available evidence from inspections; however, the problem of efficiently searching for optimal values for the decision nodes was not addressed. Also, this model did not allow the user to optimally choose one (or more) optimal inspection techniques between several available techniques. Attoh-Okine and Bowers (2006) used a BN to model bridge deterioration. Their model allowed for the conditional computation of the deterioration of bridge members based on the state of other elements. Manoj (2009) suggested the use of BNs to predict the probability of terrorist attacks on critical transportation infrastructure facilities. Langseth and Portinale (2007) discussed the very important concerns related to the actual process of building the necessary BNs (such from expert elicitation and/or the use of empirical data) in the context of reliability and deterioration modeling. These issues were tackled, in more general settings, in the studies by Cooper and Herskovits (1992) and Heckerman et al. (1995). These subjects will not be addressed in this paper.

Cooper (1988) presented a general method for using BNs as decision networks; the complexity of the algorithm is exponential in the number of decision nodes. On the other hand, Cooper (1990) showed that the probabilistic inference by using general BN is NP-hard and concluded that research should be directed toward the design of efficient special case algorithms that build on the special characteristics of each particular BN. Numerous and more efficient special case algorithms were proposed for particular settings (Zhang et al. 1992, 1994; Jensen et al. 1994; Zhang 1998).

To summarize, except for a few efficient algorithms for BN/DBN decision problems with special structures, the computational complexity of the classical algorithms used to solve decision problems modeled by BN/DBN arises from: (1) the inference step (for a specific set of values taken by the decision variables), which was shown by Cooper (1990) to be NP-hard; and (2) the optimization step, which is generally exponential in the number of decision nodes (Cooper 1988).

This paper presents a DBN for the IMR of civil engineering structures. In this model, the variables related to the decision nodes can be optimized by DP and decision trees. The decision variables concern the maintenance actions and types of inspections during each time period. The proposed model extends the classical POMDPs and the generalized partially observable Markov decision process (GPOMDP) (Faddoul et al. 2011, 2009b) so that it can take into account available information during future time periods. It improves the existing IMR models using DBN (Cooper 1988, 1990; Zhang et al. 1992, 1994; Jensen et al. 1994; Zhang 1998) in that: (1) it builds on the efficiency of DP to tackle the problem of exponential complexity connected with the number of decision variables; and (2) it divides the original DBN into smaller BNs to tackle the NP-hardness of the problem.

Although the methodology proposed in this paper is motivated by the IMR optimization of civil engineering infrastructures and is illustrated for a GPOMDP, its applicability is quite general and its use in any classical POMDP is straightforward.

The next sections first formulate the problem at hand as a DBN and present the DP and the BN methodologies. This is followed by a combined approach that introduces the BNs in POMDPs. Next, a numerical example that involves the IMR of a road pavement is presented and discussed. Finally, the paper concludes with a discussion on the computational aspect of the method.

**Problem Formulation as a DBN**

One may consider that the IMR manager of a civil engineering asset had run a POMDP algorithm at the beginning of the planning horizon and that they are complying with the decisions prescribed by that algorithm. At the beginning of each time period, the belief state of the asset is known to the manager. This belief state is the outcome of the deterioration model, which is possibly updated via Bayesian techniques by using the results of planned inspections. One may suppose further that at the beginning of a time period $n$, free information relevant to the state of the asset is available to that manager. This information will be generally uncertain. If one assumes that this uncertainty can be expressed by a probabilistic distribution, an expected attitude of the structure manager will be to enhance the optimality of their decisions by updating the belief state of the structure during the time period $n$ by using Bayesian techniques. However, this paper will show that the optimality of the manager’s decisions can be enhanced if the possibility of using such free information was planned in advance at the beginning of the planning horizon by using prior probability distributions of the observable nodes of the BN.

Modeling the joint probability distribution of the freely observable random variables as a BN is particularly useful because (1) it allows one to easily infer the state of the structure by collecting information concerning the realization of certain relevant random variables, even if these variables do not have a causal relationship with the state of the structure (technique of information back-propagation); and (2) it allows one to rationally take into account, at the beginning of the planning horizon, the effects of accidental events such as seismic activities or terrorist attacks (Manoj 2009). The present methodology does not merely use a BN to construct the deterioration transition matrix. Instead, the actual BN is inserted into a POMDP to form a DBN that can be solved by DP and decision tree analysis.
Dynamic Programming

In a POMDP (Eckels 1968; Monahan 1982), the state of the system at the beginning of each time period cannot be fully observed. The manager of the system must rely on the characterization of a partially observed state; i.e., a belief state, which is usually described by probability distributions. In a classical POMDP, the belief state of the system at the beginning of stage \( n \) is defined by the vector \( \nu^n = [\nu^n_1, \nu^n_2, \ldots, \nu^n_k] \) where \( \nu^n_i \) \((i = 1, \ldots, k)\) are the probabilities associated with the different states \( \theta_i \), i.e., \( \nu^n = [\Pr(\theta^n_1), \Pr(\theta^n_2), \ldots, \Pr(\theta^n_k)] \).

The effect of a maintenance action or a degradation process can be modeled by the transition matrices \( A_{nn} \) and \( M \), respectively, where the element \( a_{ij} \) \((i = 1, \ldots, k; j = 1, \ldots, k)\) of matrix \( A_{nn} \) represents the probability that the system evolves from the state \( \theta^n_i \) to the state \( \theta^n_j \) if the maintenance action \( a \) is implemented at the beginning of stage \( n \) and where the element \( m_{ij} \) \((i = 1, \ldots, k; j = 1, \ldots, k)\) of matrix \( M \) represents the probability that the system evolves from the state \( \theta^n_i \) to the state \( \theta^n+j \) as a result of the degradation process.

The belief state \( \nu^n \) of the system during stage \( n \), after the implementation of a maintenance action \( a \), is equal to the matrix product of the vector \( \nu^n \) by the maintenance transition matrix \( A_{nn} \), i.e., \( \nu^n a = \nu^n A_{nn} \). Similarly, the belief state \( \nu^{n+1} \) of the system at the beginning of stage \( n + 1 \) (i.e., after the evolution of the system as a result of the Markov degradation process) is equal to the matrix product of the vector \( \nu^n \) by the Markov degradation process transition matrix \( M \); i.e., \( \nu^{n+1} = \nu^n A_{nn} M \). Thus, a maintenance action and/or a Markov degradation process, having probabilistic consequences on the degree of degradation of the system, results in a probability distribution, i.e., an exactly well-defined belief state.

As it is well known, the solution of a finite time horizon POMDP by DP consists of recursively calculating the costs associated with each of the belief states \( \nu^n \) of stage \( n \) by choosing the action that minimizes the total cost \( c(\nu^n) \) (Bellman 1961). This cost is composed of the cost of that action and the discounted optimal cost \( \alpha \) \( c(\nu^{n+1} | a, \nu^n) \) associated with the forecasted belief state of stage \( n + 1 \), knowing that the action \( a \) was applied while in the belief state \( \nu^n \) at the beginning of stage \( n \):

\[
c(\nu^n) = c(\nu^n a) + \alpha c(\nu^{n+1} | a, \nu^n)
\]  

Hence, in classical POMDPs used for IMR optimization of civil engineering structures, the recursive relation consists of minimizing the expected cost by choosing the appropriate maintenance action. Recently, a more general POMDP (called GPOMDP) was presented by Faddoul et al. (2011, 2009a, b). In a GPOMDP, the structure manager has the opportunity, at the beginning of each time period, to decide for an optimal sequence of decisions to be implemented during that stage. This sequence of decisions usually consists of one or several inspections and/or actions, applied sequentially. For example, a sequence of decisions consisting of two inspection decisions followed by one action decision is suitable for maintenance problems when a more precise and costly inspection is implemented on the basis of the results of a relatively cheap inspection. It is also suitable when specialized inspection technologies in detecting some of the states of the structure are implemented on the basis of the results given by an inspection technology, which is efficient over the entire state space of the structure. In the GPOMDP by Faddoul et al. (2011, 2009a), the optimal planning of one or a sequence of imperfect inspections and/or maintenance actions is possible. The inspections are imperfect in the sense that, given the true state \( \theta^n \) of the system and the inspection technology \( i \), their results will be characterized by conditional probability distributions \( \{\Pr[r^n_1 | \theta^n_1, i], \Pr[r^n_2 | \theta^n_2, i], \ldots, \Pr[r^n_m | \theta^n_m, i]\} \). Finally, in the GPOMDP, a decision tree is used as the recursive relation required by the POMDP (Fig. S2). The decision tree applied to each belief state at the beginning of each time period \( n \) can be considered to be a function of two variables: (1) the belief state \( \nu^n \); (2) the optimal discounted costs for all belief states at the beginning of time period \( n + 1 \), i.e., \( \{c(\nu^{n+1} | \nu^n, a)\} \). Because the decision tree, given \( \nu^n \) and \( \{c(\nu^{n+1} | \nu^n, a)\} \), will give an optimal expected cost and an optimal sequence of decisions concerning inspection and maintenance types to be applied, it is used in GPOMDP as the recursive relation required by DP. For a classical POMDP, a GPOMDP makes use of the deterioration transition matrix \( M \) to calculate the belief state \( \nu^{n+1} \) given the belief state \( \nu^n \). It is assumed that the effect of a maintenance action is immediate and takes place at the beginning of the time period in which the decision was made. Concerning the effect of the deterioration process, it is assumed that its effects take place at the end of each time period. However, the proposed methodology can be applied straightforwardly with minor modifications to other schemes; for example, in which the effects of maintenance actions and deteriorations take place at the end of each time period. In view of this, given that the maintenance action \( a \) was applied at the beginning of time period \( n \), the belief state vector \( \nu^n a \) can be thought of as the available belief state at the end of a virtual stage \( n' \) of time length 0 (i.e., at the beginning of stage \( n' \)).

During the stage \( n \), one can view the effect of the deterioration process as that of an action for which there is no alternative and that brings the structure from the belief state \( \nu^n \) to the belief state \( \nu^{n+1} \) at the beginning of time period \( n + 1 \) [i.e., at the beginning of the virtual stage \((n + 1)\)]. Hence, a POMDP (or GPOMDP) having a planning horizon with \( N \) time periods will be viewed as one with a planning horizon of \( 2N \) time periods with a virtual stage at the beginning of each time period. Although such a point of view can be considered superfluous in describing a classical POMDP or a GPOMDP, it will be shown in a later section that it is convenient for integrating BNs in a POMDP framework. In the following sections, virtual stages \((n')\) will be referred to as “stage \( n' \)” and actual stages \((n)\) as “time period \( n \).”

Bayesian Networks

A BN, also called a belief net, is a directed acyclic graph in which with the nodes are random variables and the directed edges indicate conditional probabilistic dependence between children nodes and their parents. A conditional probability distribution giving the probabilities of the random variable, in each particular state for each possible combination of the parent nodes, is associated with each of the child nodes of the graph. Unconditional probability distributions are associated with each of the root nodes (i.e., nodes without parents). The conditional and unconditional probability distributions can be chosen to be deterministic; i.e., they assign all of the probability mass to a single value. For the current purpose, BNs that have decision nodes will not be considered; i.e., nodes for which the associated variables can be fixed by a decision from
the manager of the structure. Fig. 2 illustrates a simple Bayesian network with nine nodes describing the causal influence of various relevant variables on the state $\theta^{n+1}$ of a road pavement at the beginning of time period $n + 1$.

The state variable $\theta^n$ is the state of the pavement after the application of the action $a$ during the time period $n$. The structure of a BN represents a kind of knowledge that one may have about the joint probability distribution of the random variables represented by the nodes. The lack of arcs represents conditional independence assumptions among the random variables represented by the nodes. Stated in other terms, a node is independent of its nondescendants given its parents; more generally, two disjointed sets of nodes A and B are conditionally independent given C if C separates A and B. That is, if along every undirected path between a node in A and a node in B there is a Node d such that: (1) d has converging arrows and neither d nor its descendants are in C; or (2) d does not have a converging arrow and d is in C (Pearl 1986). For example, the joint probability distribution of discrete random variables associated with the BN of Fig. 2 will be written according to the chain rule of factorization (if the structure of the BN is disregarded), as follows:

$$P(\theta^{n+1}, a, \theta^n, X_1, X_2, X_3, X_4, X_5, X_6, X_7)$$

$$= P(\theta^{n+1}|a, \theta^n, X_1, X_2, X_3, X_4, X_5, X_6, X_7) \times P(\theta^n|X_1, X_2, X_3, X_4, X_5, X_6, X_7) \times P(X_6|X_1, X_2, X_3, X_4, X_5, X_6, X_7) \times P(X_7|X_6)$$

By taking into account the structure of the BN in Fig. 2, the joint probability distribution can be simplified to the following form:

$$P(\theta^{n+1}, a, \theta^n, X_1, X_2, X_3, X_4, X_5, X_6, X_7)$$

$$= P(\theta^{n+1}|a, \theta^n, X_1, X_2, X_3, X_6) \times P(a|\theta^n) \times P(X_1)$$

$$\times P(X_2|X_1, X_3, X_4, X_5, X_6) \times P(X_3|X_1, X_2, X_3, X_4, X_5, X_6, X_7) \times P(X_4|X_2, X_3, X_5, X_6, X_7) \times P(X_5|X_1, X_2, X_3, X_4, X_5, X_6, X_7)$$

$$\times P(X_6|X_1, X_2, X_3, X_4, X_5, X_6, X_7) \times P(X_7|X_6) \times P(X_8)$$

(3)

If one or more of the variables of the BN are observed; i.e., if the probability distributions of those variables are set to be the deterministic distributions assigning all of the probability to single observed values, the probability distributions of the remaining variables are updated accordingly. More specifically, for this particular example, if one is given the probability distribution of the node $\theta^n$ (i.e., the belief state $\nu^n$), then for each combination of the values $x_1, x_2, x_3$, and $x_6$ taken by the nodes $X_1, X_2, X_3, X_4, X_5, X_6$, respectively, there will be a different belief state $\nu^{n+1}$, which will be calculated by using one of the various available inference techniques used for BNs. Eq. (4) gives the standard inference technique by simply using the Bayes formula and marginalization (Pearl 1986) for the case in which the variables $X_1, \ldots, X_i$ are observed and the variables $X_{i+1}, \ldots, X_n$ are not observed:

$$P(\theta^{n+1}|a, \theta^n, X_1, \ldots, X_i) = \frac{P(\theta^{n+1}, a, \theta^n, X_1, \ldots, X_i)}{P(a, \theta^n, X_1, \ldots, X_i)}$$

(4)

where

$$P(\theta^{n+1}, a, \theta^n, X_1, \ldots, X_i) = \sum_{X_{i+1}} \cdots \sum_{X_n} P(\theta^{n+1}, a, \theta^n, X_1, \ldots, X_n)$$

and

$$P(a, \theta^n, X_1, \ldots, X_i) = \sum_{\theta^{n+1}} \sum_{X_{i+1}} \cdots \sum_{X_n} P(\theta^{n+1}, a, \theta^n, X_1, \ldots, X_n)$$
Because the random variables $X_1, X_2, X_5,$ and $X_6$ are independent, the probability $P$ of the events $x_1, x_2, x_5,$ and $x_6$ occurring simultaneously will be

$$P(x_1, x_2, x_5, x_6) = P_1(x_1) \times P_2(x_2) \times P_5(x_5) \times P_6(x_6) \quad (5)$$

where $P_1(x)$, $P_2(x)$, and $P_5(x)$ = unconditional probability distributions associated with the root nodes; and $P_6(x)$ = prior probability distribution associated with the variable $X_6$, which quantifies the capacity of the type of structures to withstand the effects of degradation. The variable $X_6$, the durability related variable is a variable that is not directly observable and has an impact on the deterioration rate of the pavement. Such a variable can be, for example, an uncertain constant in the physical deterioration model from which the Bayesian network and/or the deterioration transition matrix are derived. The usefulness of $X_6$ and $X_7$ stems from the fact that they allow one to benefit from costly inspections conducted for other pavement sections and result in an observation of the deterioration rate, and consequently, in an updated probability distribution of $X_6$.

Therefore, if one is given the belief state $q^{n}$, then for each belief state $q^{n+1}$ produced by each particular combination of the values $x_1, x_2, x_5,$ and $x_6$ (used by the nodes $X_1, X_2, X_5,$ and $X_6$ respectively), there will be an associated probability $P$. The same reasoning is valid for the case in which some or all of the variables included in the BN are continuous. In this case, one simply has to replace probabilities with densities. Hence, if a probability distribution is available for each of the evidence nodes and for $q^{n}$, then the variability of $q^{n+1}$ will be described by a set of probability distributions (which is finite and discrete if all of the evidence variables are finite and discrete). In other words, based on prior probability distributions for the evidence nodes, the BN will generate a set of belief states $q^{n+1}$ according to a probability distribution, which can be calculated by using Eq. (5).

The variable $X_1$ measures the traffic congestion of the remaining network linking the same locations as the road containing the pavement under study. The future prior probability distributions of this variable for each time period are assumed to be made available by elicitation of the network expert. This elicitation is supposed to take into consideration, among others, the expected IMR activity on the network. Such an approach constitutes an approximation of the real problem of interdependencies (economics, logistics, and traffic disturbances) that arise in the IMR optimization of a network.

The BN that was analyzed in this section may be extended and fine-tuned. For example, to account for the random variability of the seismic demand on different components of the transportation system (e.g., the remaining network) that is not in the same location, one must (1) insert a node (representing the seismic demand on the pavement subject to IMR) in the path linking $X_1$ to $\theta^{n+1}$; and (2) add a path to the graph that links $X_1$ to $X_7$. This path would have a node between $X_1$ and $X_7$ that represents the seismic demand on the parallel road for example (Fig. S1). The two added demand nodes are considered to be evidence nodes in the sense that their prior probability distribution is replaced by observed values when time period $n$ is reached.

There may exist causality dependences between the nodes that may violate the assumptions of the BN. Many of the acyclicity violation cases may be addressed by adding hidden variables (nodes) to the network. For example, a learning algorithm may find a causal relationship, direct or indirect, from Node A to Node B and from Node B to Node A. This is often because the learning algorithm has overlooked one or more important variables that are influencing both Nodes A and B. However, there may exist cases in which the causal relationship is truly cyclic (Sprites et al. 1993; Sprites 1995; Pearl and Dechter 1996). For example, urban growth can affect traffic intensity; inversely, traffic intensity can affect urban growth, hence violating the acyclicity assumption. Although less popular and more complex than BNs, learning and inference algorithms for probabilistic models represented as directed cyclic graphs (DCG) are becoming more available.

Finally, the BN parameters can be usually determined (1) from data by using available learning algorithms or (2) by using a direct knowledge elicitation method from experts.

### Inclusion of Bayesian Networks in POMDPs

A classical POMDP (or GPOMDP) that has a stochastic deterioration process behaves during each time period $n$ like a classical deterministic MDP, although the first works over belief states whereas the second works over exact true states. In such a model, the result of degradation (which is probabilistic in the original state space) is unique and well defined in the belief state space (i.e., space of probability distributions). This is because the outcomes are belief states that are exactly defined and expressed by probability vectors. At the beginning of each time period $n$, a classical POMDP recursive relationship (i.e., the decision tree procedures in a GPOMDP) will call for optimal costs $c(\nu^{n+1})$ calculated for the updated belief states at the beginning of time period $n + 1$.

The extension of the classical POMDP model to the case of a probabilistic POMDP (so that it behaves like a probabilistic MDP over the belief states during each time period $n$) leads to the fact that the result of degradation will be a probabilistic distribution of belief states (Fig. 3). This probability distribution will be provided by a particular BN defined by the manager of the structure, as described in the previous section. In other words, to find the optimal cost $c(\nu^{n+1})$, a probabilistic POMDP recursive relation (the decision tree procedure in a GPOMDP) will call for the expected value of $c(\nu^{n+1})$, knowing that the vector $\nu^{n+1}$ has a probability distribution over the entire belief state space at the beginning of time period $n + 1$ (as defined by a BN), rather than evaluating the cost of exactly updated belief states (as defined by a simple transition matrix).

Fig. 3 illustrates the proposed probabilistic POMDP in contrast to a classical POMDP for the particular case in which the belief state space is two-dimensional. In the probabilistic approach, the expected cost associated with the probability distribution of $\nu^{n+1}$ will be

$$E[c(\nu^{n+1})] = \int_{\text{state space}} c(\nu^{n+1}) \times f(\nu^{n+1}) \quad (6)$$

where $f(.)$ = probability distribution of the belief state $\nu^{n+1}$ resulting from the BN; and $E[.] = \text{mathematical expectation operator}$; $f(.)$ will be calculated by using Eq. (5). Fig. 4 illustrates the GPOMDP by using a BN instead of a transition matrix.

The current approach evaluates $E[c(\nu^{n+1})]$ rather than $E[c(E(\nu^{n+1}))]$. These two terms are not generally equal unless the function $c(.)$ is a linear function of the state $\nu^{n+1}$, which is not generally the case. Hence, the BN cannot simply be used to construct a mean transition matrix, as would be the case if one has only to evaluate $c(E(\nu^{n+1}))$.

The model presented in this section can be considered to be a DBN model, which makes use of the DP algorithm to solve the optimization problem related to the actions and inspections to be performed during each time period.

However, for the current approach to work, only one edge, linking the nodes representing the states of the system, must connect the consecutive time slices of the original DBN (Fig. 4). Hence, the
nodes of the BN during each time period, except those representing
the state of the structure, must be: (1) independent from nodes in
other time slices; or (2) independent from the decisions made by the
manager of the system (i.e., their future prior probability distribu-
tions for each time period must be available and can be computed
separately from the IMR optimization problem). In this latter case,
the edges linking the nodes among the different time slices can be
removed during the backward calculation of DP without losing
information.

For example, the variable $X_5$ (urban growth) in Fig. 2 depends
on a slow process; thus, the node $X_5$ is not independent from no-
des in previous time periods. However, because it is independent
from the decisions of the manager, and because its prior proba-
bility distributions for each time period can be computed separa-
ately, the edges linking the nodes $X_5$ among the different time
slices can be removed during backward calculation without losing
information.

**Example Application**

This example considers a section of an interstate highway pave-
ment subject to deterioration. The goal is to establish an optimal
IMR planning for this pavement. The planning horizon is set to
14 years. The length of each time period is two years long and
the discount rate is: $\alpha = 0.049$. It is assumed that the performance
of the pavement may be described by five states (Table 1). Because
user cost $c_{sa}$ models for infrastructure facilities are sometimes
not readily available, this study follows Madanat (1993) and re-
place them, in this example, by constraining the performance of
the pavement to be above a specified minimum allowable thresh-
old: $\theta < \theta_5$. The proposed mathematical model can take into ac-
count such a constraint by heavily penalizing the state $\theta_5$;
i.e., associating quasi-infinite user cost to this state and zero user

<table>
<thead>
<tr>
<th>Condition</th>
<th>Interstate PSR$^a$</th>
<th>Interstate IRI$^b$ (m/km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_1$ (very good)</td>
<td>$&gt;= 4$</td>
<td>$&lt;0.94$</td>
</tr>
<tr>
<td>$\theta_2$ (good)</td>
<td>3.5–3.9</td>
<td>0.94–1.48</td>
</tr>
<tr>
<td>$\theta_3$ (fair)</td>
<td>3.1–3.4</td>
<td>1.49–1.87</td>
</tr>
<tr>
<td>$\theta_4$ (mediocre)</td>
<td>2.6–3.0</td>
<td>1.89–2.68</td>
</tr>
<tr>
<td>$\theta_5$ (poor)</td>
<td>$&lt;= 2.5$</td>
<td>$&gt; 2.68$</td>
</tr>
</tbody>
</table>

Note: Data from Federal Highway Administration (2008).

*Pavement serviceability rating.
*International roughness index.
cost to the other states. The study also follows Madanat (1993) and considers four hypothetical inspection techniques. The adapted measurement errors related to these inspection technologies are assumed to be normally distributed with zero mean and SDs of 0.08, 0.16, 0.24, and 0.32 m/km. These distributions were transformed into discrete measurement probabilities by using basic theorems of probability. Table 2 indicates, for each inspection technique, the SD of the measurement error and the probabilities of obtaining the different results, \( r = i \ (i = 1, \ldots, 5) \), knowing that the true state of the pavement is \( \theta^n = j \). The average cost associated with these inspection techniques (Table 2) is based on studies conducted for the Federal Highway Administration (FHWA) (Hudson et al. 1987). In addition to the four inspection techniques, a fifth inspection technique is included that has an infinite SD, which stands in this model for the case in which no inspection will be done (i.e., the study entirely relies on the prediction of the degradation model), and its cost is nil. Also, it is assumed that only two imperfect maintenance actions can be employed. The transition matrices related to these maintenance actions are adapted from the work of Madanat (1993). The cost of action \( a_0 \) (no maintenance) is nil, the cost of action \( a_1 \) (two-inch overlay) is US$6.56 per m² and the cost of action \( a_2 \) (reconstruction) is US$21.71 per m². The uncertainties associated with the different maintenance actions are expressed by the matrices of Tables 3, 4, and 5.

The stochastic deterioration of the pavement is assumed to be described by a Markov chain with state space \( \Theta = \{ \theta_1, \theta_2, \theta_3, \theta_4, \theta_5 \} \).

**Table 3.** Transition Matrix for Action \( a_0 \)

<table>
<thead>
<tr>
<th>State of the structure</th>
<th>( a_{\theta_1} )</th>
<th>( a_{\theta_2} )</th>
<th>( a_{\theta_3} )</th>
<th>( a_{\theta_4} )</th>
<th>( a_{\theta_5} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \theta_1 )</td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>( \theta_2 )</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>( \theta_3 )</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>( \theta_4 )</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>( \theta_5 )</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

**Table 4.** Transition Matrix for Action \( a_1 \)

<table>
<thead>
<tr>
<th>State of the structure</th>
<th>( a_{\theta_1} )</th>
<th>( a_{\theta_2} )</th>
<th>( a_{\theta_3} )</th>
<th>( a_{\theta_4} )</th>
<th>( a_{\theta_5} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \theta_1 )</td>
<td>0.916</td>
<td>0.084</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>( \theta_2 )</td>
<td>0.852</td>
<td>0.148</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>( \theta_3 )</td>
<td>0.788</td>
<td>0.212</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>( \theta_4 )</td>
<td>0.736</td>
<td>0.264</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>( \theta_5 )</td>
<td>0.632</td>
<td>0.368</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

It is supposed that the initial belief state of the pavement section is \( v = [0.1 \ 0.2 \ 0.55 \ 0.15 \ 0.0] \). The deterioration during each time period is modeled by a BN having the structure illustrated in Fig. 2. For brevity and without any loss of generality, this example neglected the effect of seismic activity. The effects of traffic intensity [in thousands of equivalent standard axle loads (ESALs)], annual amount of precipitation (millimeters of rain per year), and the durability related variable [thickness of the hot mix asphalt concrete (HMAC) in centimeters] were assessed by using data extracted from the long-term pavement program (LTPP) (FHWA 1997).

It is assumed that the variables \( X_2 \), \( X_3 \), and \( X_7 \) are the only observable nodes in this example. The results were computed for two cases; namely, the transition of the pavement state during each time period as a result of deterioration is modeled by (1) a BN having the structure illustrated in Fig. 2; and (2) a transition matrix \( M \) (Table 6), which was calculated to be the mean transition of the BN. In other words, \( M \) was calculated by using the same data used to construct the BN, but by neglecting its structure.

Table 7 presents the different values that are given by the various variables of the BN, their meanings, and the associated probabilities. In Table S1, the transition probabilities are presented for different combinations of the values given by the parent nodes at the beginning of time period \( n + 1 \). Also, Tables S2 and S3 provide the conditional probability distributions for the variable \( X_7 \), representing the state of a parallel road, and for the variable \( X_3 \), representing the traffic intensity. The variable \( X_7 \) has an indirect causal effect on the state of the pavement under study. This is because the traffic (\( X_3 \)) on the pavement whose maintenance is to be optimized depends on the performance of parallel roads (linking the same parallel roads).
locations as the road to which the pavement under study belongs). If it is not possible to directly observe the value of $X_1$, it can be inferred by using conditional probability distributions on the observed values of the variables $X_2$ (weather conditions) and $X_3$ (urban growth). The latter also has an effect on the state of a pavement with the same type (related to durability) as that of the pavement under study allows inferences to be made about the uncertain state of the latter. The results were computed by using specialized graphical user interface (GUI) software for GPOMDP that was developed by the authors. Table 8 presents the expected costs obtained for the cases in which (1) a BN is used for modeling the degradation; and (2) a transition matrix is used (which is calculated as the expected mean of the BN). The solution (i.e., optimal expected costs and prescribed decisions) differs by 3.8%, depending on whether a BN or simply a transition matrix is used to model the degradation process in the DP recursive relation.

The prescribed inspection type for the first time period, in the case of using the BN, is $i_3$, whereas it is $i_1$ that has a smaller SD (hence, it is costlier) for the case of using a transition matrix. This result is because the BN will contribute to the decision process during each time period by introducing relevant available information. Thus, there less of a need for costly inspection techniques. The expected direct costs decrease sharply after the first period. This is because the initial belief state of the pavement is very poor. Starting from the second time period, a continuous gradual decrease is observed, ending with a zero costs for the final period. This is because the manager of the pavement is less concerned with potential future costs. This result may change if a specified state at the end of the planning horizon was imposed on the manager. A total of 100 simulations were performed to test the obtained prescribed IMR strategy for the two cases: (1) using a simple transition matrix; and (2) using a BN. The evolution of the state of the pavement was generated randomly by using the two degradation models. For the obtained belief state at the beginning of each time period, the IMR strategy was implemented that was prescribed by the solution of the problem obtained by using the BN methodology and the mean transition matrix methodology respectively. The results obtained by using the IMR strategy of the BN had an average expected cost of US$1.70 per m$^3$ and an SD of US$1.52 per m$^3$. The results obtained by using the mean transition matrix IMR strategy had an average expected cost of US$1.49 per m$^3$ and an SD of US$1.37 per m$^3$. These findings confirm the results obtained by applying the proposed methodology. Also, the SD obtained by using the DBN methodology is smaller than that obtained by using the classical transition matrix.

### Table 8. Use of a BN versus the Use of a Transition Matrix for Modeling the Degradation in the DP Recursive Relation

<table>
<thead>
<tr>
<th>Year</th>
<th>Expected IMR costs (US$): transition matrix (one inspection followed by a maintenance action)</th>
<th>Expected IMR costs (US$): BN (one inspection followed by a maintenance action)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>5.95</td>
<td>5.93</td>
</tr>
<tr>
<td>2</td>
<td>1.85</td>
<td>1.79</td>
</tr>
<tr>
<td>4</td>
<td>1.70</td>
<td>1.52</td>
</tr>
<tr>
<td>6</td>
<td>1.50</td>
<td>1.41</td>
</tr>
<tr>
<td>8</td>
<td>1.49</td>
<td>1.37</td>
</tr>
<tr>
<td>10</td>
<td>1.45</td>
<td>1.34</td>
</tr>
<tr>
<td>12</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Total cost for the first period</td>
<td>$12.11$</td>
<td>$11.66$</td>
</tr>
</tbody>
</table>

### Discussion

The model presented in this paper can be considered to be a DBN model that makes use of the efficient DP algorithm to solve the optimization problem related to the actions and inspections to be performed during each time period. As such, the solution procedure has a computational complexity that is polynomial in the number of decision nodes. However, it has been shown that POMDPs are polynomial space (PSPACE) complete (Papadimitriou and Tsitsiklis 1987). Hence, the computation time grows exponentially in the current case with the number of possible states of the system.

Any available calculation methodology can be used for POMDPs. However, in the numerical example of this paper, the standard methodology was implemented of discretizing the continuous belief state space (for this particular numerical application, there are 759,375 discrete states during each time period) recursive DP was applied. The current approach implies calculating a belief state for the next time period for each combination of the values used by the nodes of the BN.

For the calculation of the BN, any of the available methodologies can be applied. In the numerical application, the standard marginalization methodology was applied (Pearl 1986). Thus, the extra computational cost required by using a BN instead of a degradation matrix is exponential for the number of nodes of the BN.

Nevertheless, the usual number of states adopted in practice for civil engineering assets is below 10. For example, in the AASHTO bridge inspection manual (AASHTO 2011), the number of states of the bridge elements is limited to four. Additionally, the current approach divides the original DBN into smaller BNs (one for each time period). Therefore, the advantages in computation time obtainable by the proposed approach far outbalance the classical DBN algorithms. The computation time for the numerical application was approximately 50 s when using a degradation matrix and 2 min when using a BN.

The purpose of the method is to allow the manager to make use of a more detailed deterioration model. The additional information obtained by the manager is included via the parameters of the model (i.e., the observable variables of the BN). In fact, for each possible combination of the observed variables, there is a different transition matrix. The proposed model allows the manager to know which transition matrix is relevant during each time period; hence, to benefit from the added value of information which contributes in decreasing the expected cost.

### Conclusion

This paper presented a methodology that takes advantage of the structure of the input data used in modeling the stochastic degradation process of a POMDP. It is assumed that this structure has a BN form. This methodology allows one to account, at the beginning of the planning, for the free information relevant to the state of the system that might be available to the manager during future time periods. The primary advantages of using this modeling are described in the following. First, the variables related to the decision nodes (inspections and maintenance actions) of the DBN are optimized by DP and decision trees. As such, the proposed approach has a smaller computational complexity (computation time) than the classical approaches used to solve DBNs, because in these approaches, the complexity is usually exponential in the number of decision nodes. Second, it allows the user to rationally take into account the effects of future possible accidental events such as seismic activities or terrorist attacks. The usefulness is illustrated of exploiting information regarding the realization of events that do not have a causal relationship with the state of the system.
An example application showed that modeling the degradation process as a BN results in an optimal solution that differs from a solution obtained by using a mean transition matrix, which was estimated by using the same data used for the BN.

**Notation**

The following symbols are used in this paper:

- $A_{\theta}$ = transition matrix from $\theta$ to $a$ related to the action $a$
- $a^n$ = action to be applied at the beginning of stage $n$
- $c^n$ = optimal action to be applied at the beginning of stage $n$
- $c(\theta^n)$ = expected cost at the beginning of stage $n$, associated with the belief state $\theta^n$
- $c(\nu^n)$ = optimal expected cost at the beginning of stage $n$, associated with the belief state $\nu^n$
- $M$ = Markov chain transition matrix
- $\alpha$ = discount factor
- $\theta$ = state of the system
- $\theta^n$ = state of the system at the beginning of stage $n$
- $a^n$ = state of the system during stage $n$, after the application of a maintenance action $a$
- $\nu^n$ = belief state of the system at the beginning of stage $n$ and $a^n$ = belief state of the system during stage $n$, after the application of a maintenance action.
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Tables S1–S4 and Figs. S1–S2 are available online in the ASCE Library (www.ascelibrary.org)
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